In conventional superconductors, the most direct evidence of the mechanism responsible for superconductivity comes from tunnelling experiments, which provide a clear picture of the underlying electron–phonon interactions. As the coherence length in conventional superconductors is large, the tunnelling process probes several atomic layers into the bulk of the material; the observed structure in the current–voltage characteristics at the phonon energies gives, through inversion of the Eliashberg equations, the electron–phonon spectral density $\alpha^2 F(\omega)$. The situation is different for the high-temperature copper oxide superconductors, where the coherence length (particularly for $c$-axis tunnelling) can be very short. Because of this, methods such as optical spectroscopy and neutron scattering provide a better route for investigating the underlying mechanism, as they probe bulk properties. Accurate reflection measurements at infrared wavelengths and precise polarized neutron-scattering data are now available for a variety of the copper oxides, and here we show that the conducting carriers (probed by infrared spectroscopy) are strongly coupled to a resonance structure in the spectrum of spin fluctuations (measured by neutron scattering). The coupling strength inferred from those results is sufficient to account for the high transition temperatures of the copper oxides, highlighting a prominent role for spin fluctuations in driving superconductivity in these materials.
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In the phonon energy range, the correspondence is remarkably close and determines $\alpha' F(\omega)$ with good accuracy. At higher energies, additional, largely negative wiggles come into $W(\omega)$ which can simply be ignored as they are not part of $\alpha' F(\omega)$. Note that equation (1) is dimensionless and so determines the absolute scale of the electron–phonon interaction spectral density as well as its shape in frequency. This is important, as it allowed Marsiglio et al. to determine the $\alpha' F(\omega)$ of K$_2$CO$_3$ from its optical conductivity by inversion (1) and to conclude from a solution of the Eliashberg equations that it is large enough to explain the observed value of critical temperature. ($T_c$ is related to the mass enhancement factor $\lambda$, twice the first inverse moment of $\alpha' F(\omega)$, ref. 2.)

The formalism for the normal state conductivity can also be applied to spin excitations. If we ignore anisotropy as a first approximation, we can proceed by introducing an electron-spin excitation spectral density denoted by $\tilde{\Gamma}(r)$ with its scale set by the coupling strength to the charge carriers, $\Gamma$, and $\chi(\omega)$ the imaginary part of the spin susceptibility measured in spin-polarized inelastic neutron-scattering experiments averaged over all momenta in the Brillouin zone. At low temperatures $\chi(\omega)$ contains the 41 meV resonance observed in the superconducting state. Here we use $\chi(\omega)$ directly from experimental results on a YBa$_2$Cu$_3$O$_7$ sample with $T_c = 91$ K and near optimum doping, for which results exist at the temperatures $T = 100$ K and $T = 5$ K (ref. 10), both properly calibrated in units of $\mu_B^2/\text{eV}$ ($\mu_B$ is the Born magneton) as shown in Fig. 1. We multiply $\chi(\omega)$ at $T = 100$ K by a constant coupling $I^2$ fixed to get $T_c = 100$ K (ref. 15). The mass enhancement factor $\lambda$ (twice the first inverse moment of $\tilde{\Gamma}(r)$) obtained is 2.6 and is, to within 10%, the same as that obtained from the $W(\omega)$ derived from the normal state experimental data of Basov et al. in YBa$_2$Cu$_3$O$_{6.95}$, and from our calculated $W(\omega)$ at $T_c$. In a preliminary attempt to invert, Collins et al. found a $\lambda$ of three which is greater than our value. Their twinned crystals exhibited a higher optical scattering rate than our untwinned crystal and consequently they obtained about 50% more weight in the main peak of $\tilde{\Gamma}(r)$ around 30 meV.

In order to access lower temperatures, we need to understand how the $\tilde{\Gamma}(r)$ structure enters the superconducting state optical conductivity. We have done a series of calculations of the superconducting state $\sigma(\omega)$ for a $d$-wave superconductor including inelastic scattering$^{12}$. We used the method of ref. 15 to calculate the theoretical $\sigma(\omega)$, using the neutron data taken for YBa$_2$Cu$_3$O$_{6.92}$ (at 5 K) as $\chi(\omega)$, multiplied by the same value of the coupling strength $\Gamma$ that was previously determined to obtain a $T_c$ of 100 K from the normal state neutron data. We then inverted this theoretical $\sigma(\omega)$ data using equation (1). The result of the inversion is compared in Fig. 2a (solid line) with our input spectral density $\tilde{\Gamma}(r)$ (solid triangles) shifted in energy by the gap $\Delta_c = 27$ meV of our theoretical calculations (manuscript in preparation).

The absolute scale of $\tilde{\Gamma}(r)$ in the resonance region is well supplied by the peak value in the solid curve. This peak is followed by negative wiggles, which are not in the original input spectrum because $W(\omega + \Delta) = 100$ K is not exactly $\tilde{\Gamma}(r)$. Nevertheless, this procedure allows us to see directly, by spectroscopic means, some of the features of $\tilde{\Gamma}(r)$ and, more importantly, to obtain information on its absolute value at maximum. The long tails in $\tilde{\Gamma}(r)$ at higher energies, extending well beyond the resonance, are not resolved in $W(\omega)$. Instead, they cause $\tau^{-1}(\omega)$, defined as $\text{Re}[\sigma^{-1}(\omega)]$, to rise in a quasi-linear fashion at high frequencies$^4$ in both normal and superconducting state, as is observed. This quasi-linear rise was the motivation for the marginal Fermi liquid model$^{14}$, which gives $\tau^{-1}(\omega) \propto \omega$ and a constant spectral density for $\omega > T$, extending to high energies. If we approximate the normal state experimental $\tau^{-1}(\omega)$ data$^4$ at $T_c$ by a straight line for $0 \leq \omega \leq 200$ meV, we obtain a value of 0.3 for the weight of the spectral density for all frequencies $\omega > T$ and a $\lambda$ value of 2.8; these are quite consistent with our previous estimates. It is also important that, although the 41 meV resonance is near $2\Delta_c$, the density of quasiparticle states (not shown), has structure at about 50 meV in our calculations, a well established feature of tunnelling data.

In Fig. 2b we show experimental results obtained$^{16}$ on application of equation (1) to $\alpha$-axis conductivity data on an untwinned single crystal. The 41 meV resonance is clearly resolved as a peak at approximately 69 meV in the solid curve (the gap is 27 meV). The height of this peak is $\sim 3$, giving an absolute measure of the coupling between charge carriers and spin excitations. On comparison with Fig. 2a, we see that the coupling to the 41 meV resonance is larger experimentally than in the calculations that generated the theoretical results shown in Fig. 2a. This is not surprising as we have used the spin-polarized inelastic neutron-scattering data set measured on a near-optimum 91 K sample of YBa$_2$Cu$_3$O$_{7.95}$. The neutron results for slightly overdoped YBCO are very different$^2$, although the $T_c$ value is hardly affected. This large dependence of $\chi(\omega)$ on the sample can be used to argue against their role in establishing $T_c$.

However, the function that controls the conductivity is a complicated weighting of the spin susceptibility involving details of the Fermi surface and points in the Brillouin zone away from $(\pi, \pi)$, as well as the coupling to the charge carriers. Thus, the correspondence between $\tilde{\Gamma}(r)$ and $\chi(\omega)$ is complex. Optical experiments therefore reveal only that $\tilde{\Gamma}(r)$ is not as strongly dependent on doping as is $\chi(\omega)$.

In Fig. 2b, we present experimental results for $W(\omega)$ in underdoped, untwinned YBa$_2$Cu$_3$O$_{6.6}$ (dashed line), compared with the
optimally doped case (solid line). It is interesting to note that the peak in the underdoped case is slightly reduced in height reflecting a reduction in $T_c$. It is also shifted to lower energies. Some experiments indicate a reduction in gap value with underdoping in YBCO while many experiments show an important increase in Bi2212 (ref. 18). Even if the gap is assumed to stay the same at 27 meV, the spin-polarized neutron-resonant frequency is known to decrease with doping. Accounting for this gives almost exactly the downward shift observed in our experimental data of Fig. 2b.

Recent inelastic neutron scattering data in Bi2212 (ref. 21) show a resonance peak at 43 meV in the superconducting state and establish a similarity with the earlier results in YBCO. We have inverted the optical data of Puchkov et al. in this case and find that coupling at low temperatures to the observed superconducting-state spin-resonance peak is a general phenomenon in both YBCO and Bi2212.

Spin excitations are thus seen in an appropriately chosen second derivative of the superconducting state optical conductivity, and hence the strength of their coupling to the charge carriers is determined. The coupling to the excitations including the 41 meV resonance is large enough in YBCO to account for superconductivity at that temperature. At $T_c$, the spectrum obtained from experiment gives a value of the mass enhancement parameter $\lambda$ which is close to the value used in our model calculations to obtain a critical temperature of 100 K.

Note added in proof: While this paper was in press, we became aware of a related theoretical study by Munzar, D. et al., Physica C 312, 121–135 (1999).
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Climate variability in the Indian Ocean region seems to be, in some aspects, independent of forcing by external phenomena such as the El Niño/Southern Oscillation. But the extent to which, and how, internal coupled ocean–atmosphere dynamics determine the state of the Indian Ocean system have not been resolved. Here we present a detailed analysis of the strong seasonal anomalies in sea surface temperatures, sea surface heights, precipitation and wind that occurred in the Indian Ocean region in 1997–98, and compare the results with the record of Indian Ocean climate variability over the past 40 years. We conclude that the 1997–98 anomalies—in spite of the coincidence with the strong El Niño/Southern Oscillation event—may primarily be an expression of internal dynamics, rather than a direct response to external influences. We propose a mechanism of ocean–atmosphere interaction governing the 1997–98 event that may represent a characteristic internal mode of the Indian Ocean climate system. In the Pacific Ocean, the identification of such a mode has led to successful predictions of El Niño; if the proposed Indian Ocean internal mode proves to be robust, there may be a similar potential for predictability of climate in the Indian Ocean region.

A strong, cool sea surface temperature (SST) anomaly (with respect to the 1950–97 mean as calculated from ref. 6) developed in the eastern Indian Ocean in July 1997 and reached a maximum (≥−2°C) in November 1997 (Fig. 1a). At about the same time, starting in June 1997, a warm SST anomaly developed in the western Indian Ocean, with a maximum of ≥+2°C in February 1998. Together, these heating and cooling anomalies produced a reversed SST gradient (SST increasing east to west) between November 1997 and June 1998 relative to the climatological temperature gradient (SST increasing west to east). Following the appearance of warm SST anomalies off the east African coast in June 1997, the usually weak climatological equatorial westerly winds (calculated from the NCEP/NCAR near-surface zonal wind component) were replaced by surface easterly winds. The wind anomalies exceeded 5 m s$^{-1}$ over the central equatorial Indian Ocean in December 1997 (Fig. 1b). Between July 1997 and May 1998, the sea surface height (SSH) was depressed substantially in the eastern basin, compared to the mean value as described in ref. 8, and generally higher in the west. Maximum height differences along the equator exceeded 30 cm between November 1997 and May 1998 (Fig. 1c). These variations in the climate of the Indian Ocean sector have been noted elsewhere. Usually, Indian Ocean SST variations associated with El Niño are ≥0.5°C, but exhibit very different patterns to that noted in Fig. 1a (ref. 10).

The spatial distribution of deviations from the long-term mean SST, the outgoing longwave radiation (OLR, as a proxy for rainfall), the surface zonal wind velocity for November 1997, and the SSH field for the period November 20–30 1997, are shown in Fig. 2a–d (the long-term mean fields of SST, OLR and near-surface wind, see Figs 1–3 in Supplementary Information). There is a clear spatial structure in the anomalous SST fields, with extreme values in the